Robust, accurate and efficient face recognition from a single training image: A uniform pursuit approach
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1. Introduction

Human faces are arguably the most extensively studied object in image-based recognition. This is partly due to the remarkable face recognition capability of the human visual system and partly due to numerous important applications for face recognition technology. During the last two decades, there has been a significant effort to develop recognition algorithms from frontal face images, with a lot of encouraging results, even 100% accuracy [1,2], reported in the literature. A recent study showed that computer algorithms are capable of outperforming people on recognition of frontal face images [3], when large and representative training data set is available. These algorithms represent faces in the derived face feature space before matching by identity, and they won human may because of information they can exploit from the representative training images about the variability of individuals across changes in illumination [3].

However, machine based algorithms are still limited in the number of image variations they can generalize across. One of the most obvious differences between human and machine is the ability to learn from very few, even single, examples. After a close look at a certain face, people can memorize and recognize that face in many unseen situations, such as new pose, lighting, and ages. In contrast, with limited training examples, state-of-the-art face recognition algorithms can only handle simple expression or occlusion changes, lacking the generalization to new complex situations. Recently, we further pointed out “automatic face recognition is a complex pattern-recognition problem involved with early processing, perceptual coding, and cue-fusion mechanisms. Although countless solid contributions have been made, 100% accuracy in automatic face recognition in real-world settings remains an ambitious goal [2]”.

This paper focuses on the one sample per person problem (or, one sample problem for short) in face recognition, which is defined as follows. Given a store database of faces with only one image per person, the goal is to identify a person from the database later in time in any different and unpredictable expression, lighting, and aging, etc. from the individual image [4]. Due to its technical challenge and wide-range of applications, one sample problem has rapidly emerged as an active research field in the face recognition community. Many methods have been proposed to attempt to address this problem, such as several extensions of the principal component analysis (PCA), the synthesization of the virtual samples, and the high-dimensional local feature based methods. A comprehensive categorization and comparison of these method can be found in [4]. Many methods have reported promising results on the one sample problem. However, a recent study pointed out that many previously
proposed methods cannot improve the simplest Eigenfaces (PCA) method when the complex image variations are presented [5]. In the one sample situation, the robust and accurate recognition in the complex situations still requires further researches.

In this paper we propose a novel statistical feature extraction algorithm, called uniform pursuit (UP), to address the one sample problem in face recognition. The underlying idea of the proposed method is that most recognition errors are due to the confusions between faces that look similar, and thus a recognition-oriented face encoding should map the close class prototypes to be distant, i.e., uniforming the pairwise distances between different class prototypes. Specifically, in the uniform pursuit algorithm, PCA first projects the face feature vectors into a lower dimensional space, followed by the whitening transformation, which counteracts the fact that the “sum of pairwise distance maximization” principle underlying PCA ignores the local confusion between the similar faces. Lower dimensional space for enhanced recognition performance is then driven by a locality dispersing projection. The locality dispersing criterion in search of the optimal face basis by maximizing the pairwise distance between the faces that are easily confused (see Fig. 4). By encoding the faces in a manner that the pairwise distances between face prototypes tend to be uniform, the UP algorithm aims to simultaneously improve the robustness, accuracy and efficiency of the face recognition algorithm.

The feasibility of the UP algorithm is successfully tested on the large-scale experiments on the FERET database, which involves 1196 persons with challenging image variations across expressions, lighting, aging and long-term aging. The results show that, based on single training sample per person, the UP based face feature code leads to a robust, accurate and efficient recognition of the face image in new situations. In particular, for the different types of probe images, the UP algorithm outperforms the Eigenfaces method by large margins ranging from 9.8% to 36.2%, using the same input feature vector. The accuracy of the UP algorithm reaches an outstanding level when combined with the Gabor wavelet or LBP based face feature vector: its recognition rate reaches to 96.7%, 99.0%, 88.9%, and 87.6% for the fb, fc, duplicate I and duplicate II probe images, respectively. Moreover, compared with the state-of-the-art method [6] with closest accuracy level, the UP algorithm uses three order of magnitude lower feature dimension, largely reducing the memory and computation requirements of the recognition stage.

The remainder of this paper is organized as follows. Section 2 presents the background and the motivations of the new method. Section 3 details the rationale and algorithmic procedure of the UP method. Section 4 suggests a standard procedure to evaluate the one sample problem. Section 5 assesses the feasibility of the UP algorithm using the new evaluation procedure. Section 6 draws the conclusions.

## 2. Background and motivations

PCA seeks a low-dimensional representation of the data to retain as much as the variance in the data as possible. Given a set of data points \( \{x_i\}_{i=1}^N \), where \( x_i \in \mathbb{R}^M \) is an \( M \)-dimensional column vector, we expect to get their low-dimensional representations \( \{y_i\}_{i=1}^N \) by projecting each \( x_i \) onto the direction vector \( w \in \mathbb{R}^M \). The objective function of PCA is defined as follows:

\[
\max_{\|w\| = 1} \sum_{i=1}^N \sum_{l=1}^N (y_i - \bar{y})^2
\]  

(1)

where \( y_i = w^T x_i \), and \( \bar{y} \) is the centroid of \( \{y_i\}_{i=1}^N \). The objection function therefore can be reformulated as a more familiar form as follows:

\[
\max_{\|w\| = 1} w^T \Sigma w
\]  

(2)

where \( \Sigma = (1/N) \sum_{i=1}^N (x_i - \bar{x})(x_i - \bar{x})^T \) is the sample covariance matrix. The eigenvectors of \( \Sigma \) corresponding to the largest \( d < M \) eigenvalues span the optimal subspace of the PCA. In face recognition, \( x_i \) represents a face image, and the eigenvectors are the so-called Eigenfaces [7].

This section first reviews the PCA extensions which attempt to address the one sample problem, and then point out a fundamental limitation of the PCA technique on the one sample problem, which has not been addressed by previous methods.

### 2.1. Previous PCA extensions

Based on the standard Eigenfaces technique, researchers have developed various extended algorithms during the last decades, such as probabilistic-based Eigenfaces [8], linear discriminative analysis (LDA) based subspace algorithms [9], evolution pursuit [10], and Laplacianfaces [11], etc. All of these approaches claimed to be superior to Eigenfaces. However, on the one sample problem, most of them will either reduce to the basic Eigenfaces approach or simply fail to work in that case [4]. Therefore, the Eigenfaces method becomes a standard technique for the one sample problem. Several PCA extension algorithms have been proposed to address the one sample problem.

In Ref. [12], an extension of the standard PCA was proposed, denoted as projection-combined PCA ((PC)\(^2\)A). The proposal introduced a new pre-processing scheme by combining the original image with its first-order projection map followed by a standard PCA. In order to enhance performance, following the introduction of (PC)\(^2\)A framework, Chen et al. [13] proposed an Enhanced (PC)\(^2\)A solution by including a second-order projection map while Zhang et al. introduced a SVD perturbation in the pre-processing step [14]. All these pre-processing based methods have reported slightly better performance (1–2%) compared to that of the standard PCA on the data set with expression variation. Wang et al. [15] elaborately selected the PCA basis for feature extraction according to its discriminant power on the generic database with multiple samples per person. However, the feasibility of these methods on complex image variations is still under question. A recent study even showed that the Enhanced (PC)\(^2\)A and SVD perturbation procedures deteriorate the performance of standard PCA method when the complex image variations are presented [5].

Two-dimensional PCA (2DPCA) is a significant extension of PCA [16]. It uses straightforward 2D image matrices rather than 1D vectors for covariance matrix estimation, thus claimed to be more computationally cheap and more suitable for small sample size problem. However, it has been proven that 2DPCA essentially perform PCA by using the image row (or column) as elements, and it would lose the covariance information between the pixel within an image row (or column) [17]. The extension algorithms, such as DiaPCA [18], alleviate this problem by considering the covariance information between the diagonal pixels or combining the information from both row-based and column-based 2DPCA. There inevitably is covariance information loss in the 2D image matrix based PCA methods.

In addition, the image matrix based PCA methods can only suitably applied to the image pixel feature. They may not be suitable to other texture descriptors such as the Gabor feature and LBP, which have been shown to more discriminative for face recognition. In this respect, the standard PCA technique is more flexible than the 2D image-based PCA techniques.
2.2. Fundamental PCA limitation: local confusion

Given the objective function (2), an in-depth understanding on PCA can be derived by reformulating the covariance matrix as follows:

$$
\Sigma = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x})^T
$$

$$
= \frac{1}{NN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)^T
$$

$$
= \frac{1}{NN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)^T
$$

$$
= \frac{1}{NN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)^T
$$

$$
= \frac{1}{NN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)^T (x_i - x_j)
$$

$$
= \frac{1}{NN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)^T (x_i - x_j)
$$

$$
= \frac{1}{NN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)
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$$
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From the above decomposition, the covariance matrix in essence describes the pairwise difference between any two samples in the data set. Hence, the objective function of PCA is to measure the sum of pairwise distance between any two projected samples as follows:

$$
\Sigma = \frac{1}{NN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)
$$

In face recognition, the Eigenfaces space characterizes the image (feature vector) difference between any two face images. We can analyze the Eigenface space in two separated cases. In the first case, there are multiple images per person in the training data set. The image pairs may come from the same person, or from different persons. Obviously, if the image pairs are from the same person, maximizing their distance in the subspace would deteriorate the recognition performance. Therefore, one tend to apply the supervised methods that distinguish the intra-class and inter-class pairwise distance. In the second case, there is a single training sample per person. The pairwise differences characterized by the covariance matrix all come from different persons. The PCA subspace can roughly maximize the pairwise distance between all classes. From this respect, of global feature space, the PCA subspace is reasonable to conduct recognition in the one sample situation.

We would like to point out that PCA has a fundamental limitation even on the one sample problem. The intuition is that there are many persons who look very similar to each other, as shown in Fig. 1. The similar persons may be corresponding to the close samples in the feature space. On one hand, it is the close samples that reduce the recognition accuracy on the one sample problem. On the other hand, since the PCA objective function focuses on the sample pairs with large distance, the reduced PCA subspace tends to merge the close samples together. Fig. 2 illustrates an example where PCA based dimensionality reduction merges two similar persons together. In this respect, the PCA based feature space is not optimal for one sample problem.

Although several PCA extensions [12–16,19,18] have been developed to improve face recognition performance on the one sample problem, these methods cannot address the “local confusion” limitation of PCA. It is this fundamental PCA limitation that motivates us to propose a novel feature extraction method called uniform pursuit for the one sample problem.

3. Uniform pursuit

This section first introduces two methods to address the “local confusion” problem of PCA, namely the whitened PCA and locality dispersing projection, and then integrates them to a novel uniform pursuit algorithm.

3.1. Whitened PCA

A zero-mean random vector is said to be white if its elements are uncorrelated and have unit variance. Hence, the whitening transformation is usually performed by first decorrelating the data using PCA and then scaling each principal direction to uniform the spread of the data. It is well known that the principal component directions (vectors) are exactly the eigenvectors of the data covariance matrix

$$
\Sigma = U A U^T
$$

The random vector $x$ is decorrelated as follows:

$$
\hat{x} = U^T (x - \bar{x})
$$

The whitening process weights each

$$
\tilde{x} = A^{-1/2} \hat{x}
$$

in decreasing order of corresponding eigenvalues. The physical meaning of the eigenvalue is the data variance along corresponding eigenvector.

Fig. 1. Similarity of frontal faces between (a) two former US presidents (downloaded from BBC news, news.bbc.co.uk); (b) two Chinese superstars.
In the situation where there are multiple samples per person, it is well known that the whitened PCA can address the shortcomings of PCA: the leading eigenvectors encode mostly illumination and expression, rather than discriminating information. Several studies have been empirically demonstrated for superior performance on some large-scale experiments [20–22], such as those on the FERET database and the FRGC database. Recently, Liu related the whitened similarity measure with the Bayes decision rule by a specific distributional assumption [23].

In the situation where there is only single sample per person, our previous work has demonstrated that the PCA method followed by the whitening process, i.e., whitened PCA, can achieve high recognition accuracy, especially when it is combined with informative low level features, such as the Gabor based feature, and the cosine similarity measure [24]. We called this highly accurate face recognition scheme as “Gabor–Eigen–Whiten–Cosine” (GEWC). Recently, Nguyen et al. extended the GEWC scheme by using a more complex low-level representation [25], and reported more accurate recognition results. Fig. 3 illustrates the rationale of the whitening transformation on the one sample problem. By normalizing the data spread, the whitening process tend to map the close classes, which distribute along the direction of the trivial component, to be far apart.

Although excellent performance has reported on the whitened PCA method with cosine similarity measure, there are still two weaknesses. First, in order to preserve the distance between the close classes, the whitened PCA usually needs to retain the small principal components to achieve good performance [24], resulting in a high-dimensional feature space. Second, since whitening process only uniform the inter-sample pairwise distance in a very rough way, there may still be some local confusions in the whitened PCA space. To simultaneously address these two problems, we append a novel dimension reduction technique to the whitened PCA space, which will be detailed in the following section.

3.2. Locality dispersing projection

The faces of some people are especially similar to each other, which leads to class confusion and miss recognition. If there is single training image per person, the close samples would form local concentrations in the feature space. Obviously, these local clusters or concentrations are deleterious for the recognition purpose. In the PCA based dimension reduction framework, in order to make the objective function focus on the local structure of the data, a straightforward method is to define a “local” version of covariance matrix as follows:

$$\Sigma_L = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} (x_i - x_j)(x_i - x_j)^T$$

where $A_{ij}$ defines whether sample $x_i$ and sample $x_j$ are of a local concentration structure. The local proximity relationship can be defined by the absolute distance between two samples,

$$A_{ij} = \begin{cases} e^{(x_i - x_j)^2/t} & \text{if } |x_i - x_j|^2 < \varepsilon \\ 0 & \text{otherwise} \end{cases}$$

This neighborhood has clear physical meaning from thermodynamics, however, the kernel size $t$ and distance threshold $\varepsilon$ are difficult to determine in practice, especially when the samples are very sparse in the feature space. Given the application on the one sample problem, we applied a more practical definition of neighborhood as follows:

$$A_{ij} = \begin{cases} 1 & \text{if } x_i \text{ is among the } k \text{ nearest neighbors of } x_j, \text{ or} \\ x_j \text{ is among the } k \text{ nearest neighbors of } x_i \\ 0 & \text{otherwise} \end{cases}$$

The neighborhood is determined by the $k$ nearest-neighbor graph of the data set.

Analogy to the PCA technique, the objective function of the LDP is naturally defined as follows:

$$\max_{w^T} \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} w^T(x_i - x_j)(x_i - x_j)^T w$$

Note that this objective function has clear physical meaning as follows:

$$w^T \Sigma_L w = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} w^T(x_i - x_j)(x_i - x_j)^T w$$
\[
\begin{align*}
\hat{x} - \bar{x}, \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i 
\end{align*}
\]  
(14)

The centered data matrix \( X = [x_1, \ldots, x_N] \) is decomposed by the singular value decomposition as follows:

\[
X = UDV^T
\]  
(15)

where \( U \) and \( V \) are the matrices of the left and right singular vectors and \( D \) is the diagonal matrix of singular values. Let \( \hat{D} \) be the diagonal matrix of the \( p \) largest singular values, and \( \hat{U} \) be the matrix of corresponding left singular vectors, the transformation matrix of whitened PCA is defined as \( W_{wpca} = \hat{U} \hat{D}^{-1} \). By the SVD based whitening projection, the centered feature vector \( x \) is transformed to

\[
\hat{x} = W_{wpca} x
\]  
(16)

After this step, the data matrix \( X \) becomes the whitened data matrix \( \hat{X} = [\hat{x}_1, \ldots, \hat{x}_N] \in \mathbb{R}^{p \times N} \).

2. Constructing the adjacency graph: Let \( G \) denote a graph with \( N \) nodes. The \( i \) th node corresponds to the face \( x_i \). We put an edge between nodes \( i \) and \( j \) if \( \hat{x}_i \) and \( \hat{x}_j \) are “close,” i.e., \( \hat{x}_j \) is among \( k \) nearest neighbors of \( \hat{x}_i \) or \( \hat{x}_i \) is among \( k \) nearest neighbors of \( \hat{x}_j \). If nodes \( i \) and \( j \) are connected, put \( A_{ij} = 1 \); otherwise, put \( A_{ij} = 0 \). The weight matrix \( A \) of graph \( G \) models the local structure of the whitened face space.

3. Locality dispersing projection: Compute the eigenvectors and eigenvalues for the eigenproblem:

\[
\hat{X} \hat{L} \hat{X}^T u = \lambda u
\]  
(17)

where \( \hat{L} \) is the Laplacian matrix of the adjacency graph. The Laplacian matrix of the graph can be computed as \( \hat{L} = \hat{D} - \hat{A} \), where \( \hat{D} \) is a diagonal matrix with \( \hat{D}_{ii} = \sum_j A_{ij} \). Let \( u_1, u_2, \ldots, u_p \) be the solutions of (17), ordered according to their eigenvalues, \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \). The optimal projection matrix of the LDP is constructed as \( W_{ldp} = [u_1, \ldots, u_d] \), where \( d < p \).

Combining the WPCA and LDP stages, the uniform pursuit method encodes a face feature vector \( x \) as follows:

\[
x \rightarrow y = W^T (x - \bar{x})
\]  
(18)

\[
W = W_{wpca} W_{ldp}
\]  
(19)

and

\[
\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i
\]  
(20)

Let \( y_k, k = 1, 2, \ldots, L \), be the prototype for person \( o_k \) after the UP projection. For a novel feature vector \( y \) that represents a probe image, the classifier applies the nearest neighbor rule for recognition using some similarity (distance) measure \( \delta \)

\[
\delta(y, y_k) = \min_j \delta_j(y, y_j) \rightarrow y \in o_k
\]  
(21)

The similarity (distance) measures used in our experiments to evaluate the efficiency of different representation methods include \( L_1 \) distance measure, \( \delta_1 \), \( L_2 \) distance measure, \( \delta_2 \), cosine

---

1 Dimensional reduction is necessary in the LDP stage. Since \( u_1, u_2, \ldots, u_p \) is a set of orthogonal basis, if \( d < p \), the projection \( W_{ldp} \) would perform a rotation of the whitened PCA space, which does not change the recognition performance at all.
similarity measure $\delta_{\text{cos}}$, which are defined as follows:

$$\delta_{U,V} = \sum_i |U_i - V_i|$$  \hspace{1cm} (22)

$$\delta_{U,V} = (U - V)^T(U - V)$$  \hspace{1cm} (23)

$$\delta_{\text{cos}}(U, V) = \frac{-1/t\|V\|}{\|U\|}$$  \hspace{1cm} (24)

The novelty of the UP algorithms comes from its sequential usage of “global” and “local” covariance matrix to reduce the confusion of similar faces. The whitened PCA stage globally spares the feature space by weighting the principal components, and the LDP stage seeks the locality dispersing projections that separate the locally confused faces. One may wonder, as LDP stage relies on a “local” version of covariance matrix, could it make two different faces look similar? For example, $P_1$ is a face feature vector in a similar face cluster $C_1$, and $P_2$ is a face feature vector in another similar face cluster $C_2$. The distance between $C_1$ and $C_2$ is large. After applying the LDP, $P_1$ is distinguished from cluster $C_1$ now, and $P_2$ is distinguished from cluster $C_2$ now. But is it possible the distance between $P_1$ and $P_2$ is small$^2$?

Indeed, there is a trade-off between the requirement of reducing local confusion and the risk of mapping distant faces to be too close. Fortunately, this problem can be circumvented by suitably setting the local neighborhood size of LDP, i.e., the parameter $k$. Note that the LDP is applied in the whitened PCA space, where the data projected on any direction would have unit variance. This means that, when the projected variance (sum of pairwise distance) among close faces increase, the variance among the distant faces would decrease by an equal quantity. By controlling the neighborhood size of LDP, i.e., the parameter $k$, not to be too large, the projected results would increase the variance of close faces by only a small quantity. Hence, the distant faces would not be mapped to be close together. Our experimental results show that an appropriate setting of $k$ could balance the requirement of reducing local confusion and the risk of mapping distant faces to be too close, and thus achieve improved recognition accuracy in the whitened PCA space. For instance, we set $k = 20$ in a training set of 1196 faces in the experiment.

4. On performance evaluation

4.1. Previous performance evaluation

As pointed out by Tan et al., although many new algorithms have been developed for the one sample problem, there is still not any standard testing procedure for the one sample problem [4]. Most of the algorithms have been tested on different data sets with different training/testing partitions. Most of them are tested on the probe images that contain only simple facial variations, such as different expression, or man-made occlusions. For the real world applications, however, the largest challenge comes from the unpredictable image variations, such as those caused by the uncontrolled lighting conditions and aging effects.

To address this problem, Wang et al. [5] collected a large-scale data set by combing serval face databases, which contains the complex lighting and aging effects. An important contribution of Wang et al.’s work is the demonstration that the experimental results on the simple situation is not sufficient to predict the algorithms’ applicability on the more complex situations. For example, the $E(\text{PC})^2A$ [13], SVD permutation [14], and SOM [30] methods have been validated to improve the PCA based face recognition performance, based on the FERET subset with simple expression variation. However, Wang’s large-scale experiment with complex Expression+Lighting+Aging variation shows that these methods perform worse than basic PCA (see Table 1). Obviously, comparing to the previous evaluation procedures [13,14,30], Wang’s experimental settings are arguably more closely related to the practical usages, and therefore one can infer that these methods may not be applicable to the real-world environment. Therefore, to guarantee a new method really work in practice, one should evaluate the effectiveness of the new method on a sufficiently large and complex image set, rather than a small and simple one.

Although Wang’s evaluation procedure is arguably more scientific than the previous ones, it still has some limitations. First, there are not settled training, gallery and probe image lists, so that it is hard to fairly compare different methods. The researchers must re-implement the old methods which they want to compare the new method to. In these cases, the implementation details and the parameter selections may bias the comparative result of different algorithms. Second, there are not partitions of the probe image, so that one cannot investigate the algorithms’ strength and weakness on different kinds of image variations. Third, the gallery size, i.e., 80 persons, is relatively small, so that the algorithm performs well on such experiment may not necessarily be applicable to large-scale situations.

4.2. A proposal on standard evaluation procedure

To address the limitations of previous evaluation methods, we propose a new standard testing procedure for evaluating the one-sample face recognition, which considers both the traditional specific learning [4] and the generic learning [5] methodology. Specifically, we suggest to use the standard data partitions in the FRGC and FERET databases, which are distributed by NIST and already has made worldwide available in the face recognition community.

As pointed out by Tan et al. [4], the standard FERET protocol requires the algorithm’s training is completely prior to the start of the test, but lacks a settle “generic learning” database. Hence, different participant collected different training data set, which makes different algorithms hard to fairly compare. Fortunately, the recently released FRGC version 2 database [21,22] provides a high-quality training database, which is the largest-size training data set so far in the literature. We suggest that one can train an algorithm in such a large training database, and test it on the FERET database.

The proposal standard evaluation procedure utilizes following settled data partitions:

- **Generic training** set (12,766 images), contains frontal images of 222 people, the images are taken in both controlled and uncontrolled conditions.
- **Specific training** set (1196 images), contains frontal images of 1196 people.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Expression</td>
<td>83.50</td>
<td>85.50</td>
<td>85.00</td>
<td>89.50</td>
</tr>
<tr>
<td>Expression+Lighting+Aging [5]</td>
<td>66.00</td>
<td>59.59</td>
<td>64.13</td>
<td>58.75</td>
</tr>
</tbody>
</table>

$^2$ We would like to thank the anonymous reviewer who pointed out this potential weakness of the UP algorithm.
5. Experiments

This section evaluates the effectiveness of the UP algorithm on one sample face recognition problem using the large-scale FERET database. Specifically, we take 1196 images from the FERET gallery (the “fa” set) and use them both as a training set and as a gallery in the recognition phase. Then they used other FERET sets (fb, fc, duplicate I, and duplicate II) to test the algorithm’s accuracy. In addition, we also consider some practical issues such as the recognition performance using generic learning when the gallery images cannot be used for training.

The image is first normalized by an affine transformation that sets the centered inter-eye line horizontal and 70 pixel apart, and then cropped to the size of 128 × 128 with the centers of the eyes located at (29, 34) and (99, 34) to extract the pure face region. No further preprocessing procedure is carried out in our experiments. Fig. 6(b) shows some cropped images which are used in our experiments. One can see from the figure, there are large image variations between the gallery images and the probe images with lighting and aging effects. A characteristic of our experimental study is the usage of various face representations. Besides the commonly used appearance (pixel) representation, our study also includes the Gabor wavelet representation [1], and the LBP face descriptor [31].

The appearance-based method represents the face image by the pixel value of the gray scale image. The pixels in the image are simply vectorized into a 4096-dimensional vector by reading pixel values within the 64 × 64 image in a raster-scan manner, where the 64 × 64 image is generated by resizing the 128 × 128 image using the bilinear interpolation method.

The Gabor wavelet representation is the convolution (using FFT) of the image with a family of Gabor kernels with five scales and eight orientations. The Gabor filter responses are down-sampled by a 8 × 8 uniform lattices. We construct a 256 dimensional vector out of each down-sampled responses, normalize it to zero mean and unit variance, and concatenate them into a single 10,240 dimensional feature vector. For the detailed parameters, refer to [1].

The LBP feature vector, in a dimensionality of 15,104, is extracted by the histograms of the 59 uniform binary patterns in each 8 × 8 pixel cells in the 128 × 128 image, where the patterns are generated by thresholding 8 pixels in a circle of radius 2. For the detailed LBP parameters, refer to [32].

5.1. PCA vs. whitened PCA

For the PCA and WPCA based feature, we apply $L_1$ distance measure, $\delta_L$, $L_2$ distance measure, $\delta_2$, cosine similarity measure, $\delta_{cos}$, in the recognition stage. Note that the widely used Mahalanobis distance and whitened cosine similarity are equivalent to the $L_2$ distance measure and cosine similarity measure in the whitened PCA space, respectively. Note that similar performance study was performed in [20], but with multiple samples per person.

Since a gallery of 1196 persons is used for training, there are at most 1195 principal component vectors are available for feature extraction. For a fair comparison, we settle the dimensionality of PCA and WPCA to 500, and evaluate their rank-1 recognition rate for the four types of probe images. Fig. 7 summarizes the recognition rate of different types of probe images at the PCA dimensionality of 500. Across all the three low level features, the WPCA encoding with cosine similarity measure, i.e., the whitened cosine similarity measure, performs better than other methods by a large margin.
Across all similarities, the Gabor wavelet and LBP based methods provide a more discriminative face representation than the pixel based method. While most one-sample method use the pixel value as the low level feature, our experimental results clearly suggest the informative low level features, such as the Gabor wavelet and LBP based texture descriptors, lead to much better accuracy on the one sample problem. Furthermore, our results reveal that the Gabor wavelet is better at tackling the illumination changes (fc probes), while the LBP is more proficient at counteracting the image variability caused by different acquisition times and locations (dup I and dup II probes).

5.2. Uniform pursuit performance

As indicated in the previous experiment, we proceed our experiment with the Gabor wavelet and LBP features, and reduced the feature dimension using the proposed UP algorithm. There are two parameters in the UP algorithm, i.e., $p$ and $k$. To keep the consistence with the previous experiment, $p$ is set to 500. In the $p = 500$ dimensional whitened PCA space, the UP algorithm determines the “closeness” of the sample by the cosine similarity measure, and we have tried the number of nearest neighbors as $k = \{10, 20, 30, 40, 50\}$, and report the result with $k = 20$ that provides a slightly better result than others.

As in most previous studies, we use the Eigenfaces (PCA with $L_2$ distance measure) method as a standard baseline to test the robustness of the proposed methods. As summarized in [4], previous improved PCA methods have shown the 0.5% to 10% accuracy improvement over the Eigenfaces method. We therefore use the Eigenfaces as our baseline and Fig. 7 show the comparative performance using the Eigenfaces method and the proposed uniform pursuit method. One can see from the figure that, on different types of probe images, the UP algorithm dramatically improves the Eigenfaces method by large margins ranging from 9.8% to 36.2% (The numerical results given in Table 2.). Note that in our experiment both the Eigenfaces method and the UP method are based on the 500 dimensional subspace
derived from PCA, so that the performance enhancement is purely because the UP algorithm addresses the fundamental PCA limitation on the "locally confusion".

Certainly, as the UP algorithm has two stages, the dramatic accuracy improvement comes from both the WPCA and the LDP stage, and it is interesting to study how large improvement is accuracy improvement comes from both the WPCA and the LDP limitation on the "locally confusion".

As shown in Fig. 9, for the fb and fc probes, the UP algorithm achieves slightly better accuracy than the WPCA method. Given the fact that the WPCA accuracy on the fb and fc probes is already very high (~93%), the improvement by the LDP stage is considerable. The contribution of the LDP stage is more remarkable on the dup I and dup II probe images. This may because the aging and long aging probes contain more severe variations that makes the probes deviate far from the corresponding gallery images. In this complex situation, the dispersion of the local concentration (in the training data) can significantly reduce the risk of class confusion. This result indicates the LDP stage enhance the robustness of the UP algorithm against the aging effect on the face image. As shown in Table 2, the UP algorithm use lower feature dimension (listed in subscript bracket) than the WPCA method, so the LDP stage can also reduce the computation and memory costs of the recognition algorithm. Note that the optimal dimensions of UP are selected for different probe images, which may be hard to operate in practice. For a more assessable result, we simply settle the UP dimension at 400 and measure the accuracy on each probe sets. As shown in Table 2, the UP method outperforms WPCA method using lower (400) dimensional features on all probe sets.

For the comparison purpose, we also implement the independent component analysis (ICA) based algorithms, which have been also used to find better projection basis than PCA-based methods. There are a number of ICA implementations, but pervious studies have shown the face performance difference between them is trivial [33]. We therefore choose the FastICA [34] because of its highest speed. Specifically, we implemented both architectures of ICA [35], known as ICA-I and ICA-II, and we find that the ICA-I method has similar performance with WPCA, a result consistent with Yang et al. [33]. We test FastICA using contrast functions $G_1(u) = u^2$, $G_2(u) = \tanh(u)$, and $G_3(u) = u \exp(-u^2/2)$, and report the result of $G_2(u)$ that is slightly better than others. For all probe types, ICA-II outperforms ICA-I by a large margin, we therefore include the performance of ICA-II for comparison. Note that algorithmic procedure of ICA-II is similar to that of UP, since both algorithms first whiten the data and pursuit low dimensional projection. For a fair comparison, both UP and ICA-II are implemented in 500 dimensional whitened PCA subspace, and Table 2 lists the recognition rate of ICA-II using 400 features and optimal number of features (obtained by exhaustive search with a interval of 10), respectively, and one can summary that the UP algorithm outperforms ICA on all probe sets. The results also suggest that the ICA-II cannot improve the performance of whitened PCA in most cases, even using the optimal projection dimension. It seems that the ICA projection in the whitened PCA space is trivial for the recognition. Yang et al. [33] has made a similar observation on ICA by using multiple images per person for ICA training, and they also concluded that ICA projection has trivial effects on face recognition. In contrast, the UP projection improves the whitened PCA on all probe image sets.

As far as computation cost is concerned, as shown in Fig. 10, the training time of the UP algorithm, which is similar to those of Eigenfaces and Whitened PCA, is about one order of magnitude less than that of ICA-II (FastICA). In summary, UP algorithm is better than ICA-II in term of both the recognition accuracy and the computational efficiency.

To further demonstrate the effectiveness of the UP-based feature transformation, we would like to compare the UP method with other state-of-the-art face recognition methods. Unfortunately, in the one sample situation, few methods have been tested on the large-scale FERET database. Table 3 summarizes the comparison between the UP method and two recent methods which apply very high dimensional texture feature to one sample problem. The results show that the UP method outperform these two methods on the fc, dup I and dup II probe sets, using much lower (about three orders of magnitude lower) feature dimension. This clearly suggests that UP based feature encoding can fulfill very efficient and accurate face recognition based on one sample per person.

![Fig. 8. Comparative FERET face recognition performance using the Eigenfaces method and uniform pursuit method. (a) Gabor. (b) LBP.](image-url)
5.3. Experiment on a small FERET subset

Several one sample based algorithms have been tested on a FERET subset of 200 person. All these algorithms have reported improved accuracy compared to the Eigenfaces method. To compare the proposed UP algorithm to these previous methods, Table 2 shows the recognition rates of different similarity or distance measures using Pixel Gray value, Gabor wavelet, and LBP based face representations, respectively.

Table 2

<table>
<thead>
<tr>
<th>Feature</th>
<th>Method</th>
<th>Dim</th>
<th>Sim</th>
<th>fb</th>
<th>fc</th>
<th>dupI</th>
<th>dup II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabor</td>
<td>Eigenfaces</td>
<td>500</td>
<td>L2</td>
<td>73.1</td>
<td>89.2</td>
<td>44.3</td>
<td>55.1</td>
</tr>
<tr>
<td></td>
<td>WPCA</td>
<td>500</td>
<td>Cos</td>
<td>93.1</td>
<td>96.4</td>
<td>74.5</td>
<td>78.6</td>
</tr>
<tr>
<td></td>
<td>UP</td>
<td>400</td>
<td>Varying</td>
<td>94.3</td>
<td>98.5</td>
<td>79.3</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>ICA−II</td>
<td>400</td>
<td>Varying</td>
<td>93.2</td>
<td>96.4</td>
<td>74.5</td>
<td>78.6</td>
</tr>
<tr>
<td>LBP</td>
<td>Eigenfaces</td>
<td>500</td>
<td>L2</td>
<td>84.0</td>
<td>73.1</td>
<td>61.5</td>
<td>68.5</td>
</tr>
<tr>
<td></td>
<td>WPCA</td>
<td>500</td>
<td>Cos</td>
<td>95.9</td>
<td>94.3</td>
<td>86.1</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>UP</td>
<td>400</td>
<td>Varying</td>
<td>96.0</td>
<td>94.8</td>
<td>88.5</td>
<td>86.3</td>
</tr>
<tr>
<td></td>
<td>ICA−II</td>
<td>400</td>
<td>Varying</td>
<td>96.0</td>
<td>94.3</td>
<td>86.1</td>
<td>81.2</td>
</tr>
</tbody>
</table>

Fig. 9. Comparative FERET face recognition performance using the whitened PCA, uniform pursuit, and ICA (Architecture II) methods. (a) Gabor. (b) LBP.

Table 3

<table>
<thead>
<tr>
<th>Method</th>
<th>Dimension</th>
<th>fb</th>
<th>fc</th>
<th>dupI</th>
<th>dup II</th>
</tr>
</thead>
<tbody>
<tr>
<td>FERET '97 Best [36]</td>
<td>N/A</td>
<td>96</td>
<td>82</td>
<td>59</td>
<td>52</td>
</tr>
<tr>
<td>LBP [31]</td>
<td>2891</td>
<td>97</td>
<td>79</td>
<td>66</td>
<td>64</td>
</tr>
<tr>
<td>HGPP [6]</td>
<td>737,280</td>
<td>97.6</td>
<td>98.5</td>
<td>77.7</td>
<td>76.1</td>
</tr>
<tr>
<td>Gabor+UP</td>
<td>&lt; 500</td>
<td>94.4</td>
<td>99.0</td>
<td>80.5</td>
<td>83.3</td>
</tr>
<tr>
<td>LBP+UP</td>
<td>&lt; 500</td>
<td>96.7</td>
<td>95.9</td>
<td>88.9</td>
<td>87.6</td>
</tr>
</tbody>
</table>

5.3. Experiment on a small FERET subset

Several one sample based algorithms have been tested on a FERET subset of 200 person. All these algorithms have reported improved accuracy compared to the Eigenfaces method. To compare the proposed UP algorithm to these previous methods,
we conduct an supplementary experiment on this FERET subset. For this small data set, the UP algorithm is implemented with \( p = 70 \) and \( k = 5 \). Table 4 summarizes the performance comparison between the uniform pursuit method and the improved PCA based face recognition methods. Note that this is only a rough comparison, because the experiments in the cited papers use different image cropping procedures. The comparative result in the table shows the UP algorithm outperforms most one-sample based methods, except the DiaPCA method, with similar feature dimension.

A vital advantage of the UP algorithm over the 2D image matrix based PCA methods is that the former can be applied to many other face descriptors besides the image pixel. Similar to the large-scale experiment, applying the texture features to facial image can largely improve the face recognition performance. Specifically, based on the same UP feature extraction, the Gabor and LBP based face representations raise the recognition accuracy from 90% to 96.5% and 97%, respectively. Since the 2D image matrix based PCA methods cannot be applied to the Gabor and LBP features, we can conclude that the proposed UP algorithm is much more accurate than other methods on this popular small-scale experiment.

5.4. Generic vs. specific learning: comparison and combination

Recently, Wang et al. suggested to use “generic learning” methodology to circumvent the one sample problem [5]. The basic idea is that the feature transformation that learned from a large generic database can be used to extract the discriminative features of the unseen faces. Many state-of-the-art face recognition solutions can be readily integrated in the generic learning framework. Their large-scale experiments demonstrated that the LDA-based generic learning methods, which was trained on the large generic database, can significantly outperformed the PCA method, as well as other one-sample methods, which was trained on the specific database [5].

Since we have shown that the UP method can also largely outperform the PCA methods, as well as other one sample methods, it is interesting to compare the UP-based specific learning method and the LDA-based generic learning method. For the generic learning, we use the FRGC version 2 training database which contains 12,766 images of 222 persons. For the general learning with multiple images per person, we apply our previously proposed robust discriminant model (RDM) [37], a regularized LDA method which has been shown to be better than many other LDA algorithms. We first reduce the dimension to 1000 using PCA, and then apply RDM with the regularized factor \( E = 0.98 \). Fig. 11 shows the comparative performance of the generic learning (RDM) and specific learning (UP) are very similar in most cases. When the Gabor wavelet representation are used, the UP-based method performs much better than the RDM-based method on the dup I and dup II probe sets.

Given the fact that both specific learning (based on single image of specific person) and generic learning (based on multiple images of generic person) methods can achieve perform accurate recognition, it is a natural idea to combine both methods. For the simplicity, we use the sum-rule based similarity level fusion with z-score normalization [38]. Fig. 11 shows the combination of the generic and specific learning achieves slightly better accuracy on all probe image sets. In particular, based on the LBP face descriptor, the combination of the generic and specific learning achieves a recognition rate over 90% for duplicate I and duplicate II probes. While it is already known the combination of distinct low-level features, such as Gabor and LBP [32], can improve face recognition performance, this experiment newly find that the combination of the generic learning and specific learning can also improve performance.

5.5. Most challenging experiment: one-sample generic learning

Our previous evaluation of the UP algorithm uses the images of the same classes (persons) for both training and testing (recognition). This means that the UP method is fitted to those persons. Now, it can easily be envisioned that we are some day to develop a system (using your algorithm) to recognize a set of persons that are not known in advance and of which you do not have the images.\(^5\) Certainly, one can collect a training set with multiple images per person, and apply the LDA-like supervised face extraction methods, such as RDM, to learn a feature space as in the pervious experiment. However, a more interesting question is: Can our proposed UP algorithm can be used for generic learning with single training image per person? Does the UP algorithm needs to be re-trained to adapt such “unseen” persons?

To evaluate whether the UP method can be applied to recognize such “unseen” persons, we design a more difficult experiment on the duplicate II probe set, which is regarded as the most difficult probe set [36]. The 234 images of duplicate II set contains 75 persons. By excluded these 75 persons in the training set, the UP algorithm have to learn the subspace without knowing the people to be recognized in advance. The effectiveness of the UP method on one-sample generic learning is evaluated in term of two aspects. One aspect is the comparative performance against other methods, such as Eigenfaces, WPCA, and ICA. The other aspect is how many accuracy drops with and without these 75 persons involved in the training set.

Fig. 12 show the comparative results, where “specific learning” means the training set contains all the 1196 images in the gallery, and “generic learning” means that the algorithms using the 1121 (1196–75 = 1121) images for training. The experimental results clearly show that the performance of UP is only slightly affected (by 1–2%), when the 75 person of the duplicate II probe set are excluded from the training set. Surprisingly, the performance of Eigenfaces (PCA) methods increase by 5–10% after excluding the 75 persons in the training set. This may because the Eigenfaces extracted from generic facial images represent the intrinsic facial difference well and simultaneously ignore (suppress) some within-class facial variations. Most importantly, the proposed UP algorithm still outperforms other methods in the generic

\(^5\) We would like to thank the anonymous reviewer who pointed out this interesting situation. Actually, we have already encountered this problem when demonstrating the mobile intelligent robot (introduced in next section) to the guests. The new guest who registered into the gallery database on the spot, and robot recognized the guest using the feature space learned from other persons, without re-training the whole system.
The stable performance of the UP algorithm in the generic learning manner can be explained in two ways. Firstly, the “unseen” face can be well reconstructed by a large training set of generic faces [39]. Secondly, the low dimensional features derived by the UP algorithm represent the discriminative characteristics between similar faces, and such discriminative characteristics can be commonly shared by different faces no matter they are in the training set or not.

5.6. Error analysis and practical issues

By analyzing the experimental results, we find that most recognition errors in our experiments are caused by two major factors. First, the large expression variations, such as the large smile and wink, between the probe image and corresponding gallery image. In fact, this cause of error has been addressed by many security applications. Smiling in passport photos, especially the smile which exposes the teeth, has indeed been banned in a number of countries. Passport applicants can be asked to pose for a new photo if the first one is deemed too distorted by the act of smiling. Smiling and wink in passport photos can distort the subject’s eyes and change the relationship between facial feature points. At the same time, it is beneficial to include some side information in the practical face recognition system. For example, rejecting to recognize the facial image with large smile or wink may improve the robustness and accuracy of the system.

Second, there are some persons looking particularly similar. As shown in Fig. 13, although the images of the second row look very similar to those of the first row, they do not represent the same person. This phenomenon supports the objective of the proposed UP method which aims to encode the face in manner that distinguish the similar faces. Indeed, the UP algorithm also failed to distinguish some very similar faces as shown in Fig. 13.
that, in some cases, the facial difference is so trivial so that even human observers are hard to judge the two faces are not from the same person. The discrimination between such similar faces may rely on the development of the more refined face descriptors that can capture the subtle facial differences between images. Certainly, other biometric features, such as fingerprint and voice, could be included.

Beside on the benchmark database, the feasibility of the UP algorithm also tested in the real-world circumstance. We implement the UP based face recognition system on a mobile robot in order to test its recognition accuracy in the varying circumstances, as shown in Fig. 14. Since the video based image quality is relatively low, the robot vision use the Gabor wavelet based features, rather than LBP, as the low-level representation. Up to now, the mobile robot has “memorized” more than 2000 persons, inducing the members of our laboratory (102 persons), the guests who visited our lab (56 persons), and the 1040 persons from the CAS-PEAL database [40], and the 1196 persons from the FERET database. With a gallery of this scale with one image per person, the recognition accuracy of the robot is about 94%. Our ongoing work is to apply online learning technique to allow the robot to “memorizes” a new face in an online way and encode the face in manner that separates it from similar ones.

6. Conclusions and discussions

Current face recognition techniques rely heavily on the large size and representativeness of the training sets, and most methods suffer degraded performance or fail to work if there is only one training sample per person available. This so-called “one sample problem” is challenging in face recognition. In this paper, we propose a novel feature extraction method, called uniform pursuit, to address the one sample problem. Specifically, the UP method pursues, in the whitened PCA space, the low dimensional projections that reduce the local confusion between the similar persons. The resulting low dimensional projection features are robust against the complex image variations such as those caused by lighting and aging. The robustness, accuracy and efficiency of the new UP method has been successfully evaluated through experiments on challenging FERET frontal face images of 1196 subjects using only one training sample per person. In particular, the UP method achieves 96.7%, 99.0%, 88.9%, and 87.6% recognition rate on the fb, fc, dup I, and dup II probes, respectively, using less than 500 dimensional linearly transformed features.
We also demonstrate that both generic learning and specific learning methodology are effective to address the one sample problem, and a combination of them is a promising way to increase recognition accuracy. Although it is not the main point of this paper, we would like to mention that the methods that are based on the image pixel may not be a good solution for one sample problem. Practical solutions of the one sample problem rely heavily on the informative low level image features, rather than raw pixel value. Finally, although we focus strictly on the one sample problem of face recognition in this paper, the basic idea of the UP might benefit a wide range of pattern recognition tasks besides face recognition and one sample problem. For instance, the idea of UP can be applied to maximize the pairwise distance between the centroids of the confusing classes, such as similar objects or similar characters, with additional considerations on the class conditional covariance.
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